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Abstract. In the pattern matching approach to imaging science, the
process of “metamorphosis” is template matching with dynamical tem-
plates [28]. Here, we recast the metamorphosis equations of [28] into the
Euler-Poincaré variational framework of [14] and show that the meta-
morphosis equations contain the equations for a perfect complex fluid
[13]. This result connects the ideas underlying the process of metamor-
phosis in image matching to the physical concept of order parameter
in the theory of complex fluids. After developing the general theory,
we reinterpret various examples, including point set, image and density
metamorphosis. We finally discuss the issue of matching measures with
metamorphosis, for which we provide existence theorems for the initial
and boundary value problems.

1. Overview

Pattern matching is an important component of imaging science, with
privileged applications in computerized anatomical analysis of medical im-
ages (computational anatomy) [2, 4, 12, 23]. When comparing images, the
purpose is to find, based on the conservation of photometric cues, an optimal
nonrigid alignment between the images. In this context, diffeomorphic pat-
tern matching methods have been developed, based on this principle, and on
the additional goal of defining a (Riemannian) metric structure on spaces of
deformable objects [7, 24]. These Diffeomorphic Metric Matching methods
have found multiple applications in medical imaging [16, 3, 11, 30, 10, 29],
where the objects of interest include images, landmarks, measures (modeling
unlabelled point sets) and currents (modeling curves and surfaces). These
methods address the registration problem by solving a variational problem
of the form

(1) Find argmin
(

d(id, g)2 + Errorterm(g.ntemp , ntarg)
)

over all diffeomorphisms g, where ntemp and ntarg are the compared ob-
jects (usually referred to as the template and the target), (g, n) 7→ g.n
is the action of diffeomorphisms on the objects and d is a right-invariant
Riemannian distance on diffeomorphisms. This problem therefore directly
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relates to geodesic in groups of diffeormorphisms, namely to the EPDiff
equation [1, 18, 14], and the conserved initial momentum that specifies the
solution has been used in statistical studies in order to provide anatomical
characterizations of mental disorders [22, 31].

One of the issues in problems formulated as (1) is that the error term
breaks the metric aspects inherited by the distance d on diffeomorphisms.
This model has an inherent template vs. target asymmetry, which is not
always justified. With the purpose of designing a fully metric approach
to the template matching problem, Metamorphoses have been introduced
in [20], and formalized and studied in [28, 27]. They provide interesting
pattern matching alternatives to (1), in a completely metric framework.
In this paper, we pursue the following twofold goal: (i) Provide a generic
Lagrangian formulation for metamorphoses, that includes the Riemannian
formalism introduced in [28], and (ii) Study a new form of metamorphoses,
adapted to the deformation of measures.

We start with (i), for which our point of view will be fairly abstract.
We consider a manifold, N which is acted upon by a Lie group G: N
contains what we can refer to as “deformable objects” and G is the group
of deformations, which is the group of diffeomorphisms in our applications.
We will review several examples for the space N later on in this paper.

Definition 1. A metamorphosis [28] is a pair of curves (gt, ηt) ∈ G×N
parameterized by time t, with g0 = id. Its image is the curve nt ∈ N defined
by the action nt = gt.ηt. The quantities gt and ηt are called the deforma-

tion part of the metamorphosis, and its template part, respectively. When
ηt is constant, the metamorphosis is said to be a pure deformation. In
the general case, the image is a combination of a deformation and template
variation.

In [28], metamorphoses were used to modify an original Riemannian met-
ric on N by including a deformation component in the geodesic evolution.
In this paper, we generalize the approach to a generic Lagrangian formu-
lation, and apply the Euler-Poincaré variational framework [14] to derive
evolution equations. More specific statements on these equations (for exam-
ple, regarding the existence and uniqueness of solutions), require additional
assumptions on G and the space N of deformed objects. In the second part
of this paper, we will review the case when N is a space of linear forms on
a Hilbert space of smooth functions, which will allow us to define metamor-
phoses between measures.

The next section provides notation and definitions related to the general
problem of metamorphoses.

2. Notation and Lagrangian formulation

We will use either letters η or n to denote elements of N , the former being
associated to the template part of a metamorphosis, and the latter to its
image.
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The variational problem we shall study optimizes over metamorphoses
(gt, ηt) by minimizing, for some Lagrangian L,

(2)

∫ 1

0
L(gt, ġt, ηt, η̇t)dt

with fixed boundary conditions for the initial and final images n0 and n1

(with nt = gtηt) and g0 = idG (so only the images are constrained at the
end-points, with the additional normalization g0 = id).

Let g denote the Lie algebra of G. We will consider Lagrangians defined
on TG × TN , that satisfy the following invariance conditions: there exists
a function ` defined on g × TN such that

L(g, Ug , η, ξη) = `(Ugg
−1, gη, gξη).

In other terms, L is invariant by the right action of G on G×N defined by
(g, η)h = (gh, h−1η).

For a metamorphosis (gt, ηt), we therefore have, letting ut = ġtg
−1
t , nt =

gtηt and νt = gtη̇t,

L(gt, ġt, ηt, η̇t) = `(ut, nt, νt).

The Lie derivative with respect to a vector field X will be denoted LX .
The Lie algebra of G is identified with the set of right invariant vector fields
Ug = ug, u ∈ TidG = g, g ∈ G, and we will use the notation Lu = LU .

The Lie bracket [u, v] on g is defined by

L[u,v] = −(LuLv −LvLu)

and the associated adjoint operator is aduv = [u, v]. Letting Ig(h) = ghg−1

and Advg = LvIg(id), we also have aduv = Lu(Adv)(id). When G is a group
of diffeomorphisms, this yields aduv = du v − dv u.

The pairing between a linear form l and a vector u will be denoted
(

l
∣

∣u
)

.
Duality with respect to this pairing will be denoted with a ∗ exponent.

When G acts on a manifold Ñ , the � operator is defined on T Ñ∗× Ñ and
takes values in g

∗. It is defined by
(

δ � ñ
∣

∣ u
)

= −
(

δ
∣

∣ uñ
)

.

3. Euler Equations

We compute the Euler equations associated with the minimization of
∫ 1

0
`(ut, nt, νt)dt

with fixed boundary conditions n0 and n1. We therefore consider a variation
δu and ω = δn. The variation δν can be obtained from n = gη and ν = gη̇
yielding ṅ = ν + un and ω̇ = δν + uω + δun. Here and in the following of
this paper, we assume that computations are performed in a local chart on
TN with respect to which we take partial derivatives.
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We therefore have
∫ 1

0

(

( δ`

δu

∣

∣

∣
δut

)

+
( δ`

δn

∣

∣

∣
ωt

)

+
( δ`

δν

∣

∣

∣
ω̇t − utωt − δut nt

)

)

dt = 0.

The δu term yields the equation

δ`

δu
+
δ`

δν
� nt = 0.

(Note the abuse of notation δ`/δν ∈ T (TN)∗ is considered as a linear form
on TN by

(

δ`/δν
∣

∣ z
)

:=
(

δ`/δν
∣

∣ (0, z)
)

.) For the ω term, we get, after an
integration by parts

∂

∂t

δ`

δν
+ ut ?

δ`

δν
− δ`

δn
= 0

where we have used the notation

(3)
( δ`

δν

∣

∣uω
)

=
(

u ?
δ`

δν

∣

∣ω
)

.

We therefore obtain the system of equations

(4)



































δ`

δu
+
δ`

δν
� nt = 0

∂

∂t

δ`

δν
+ ut ?

δ`

δν
=
δ`

δn

ṅt = νt + utnt

Note that δ`
δu

+ δ`
δν

� n is the momentum arising from Noether’s theorem
for the considered invariance of the Lagrangian. The special form of the
boundary conditions (fixed n0 and n1) ensures that this momentum is zero.

4. Euler-Poincaré reduction

An equivalent system can be obtained via an Euler-Poincaré reduction
[14]. In this setting, we make the variation in the group element and in the
template instead of the velocity and the image. We let ξt = δgtg

−1
t and $t =

gtδηt. From this, we obtain the expressions of δu, δn and δν. We first have
δut = ξ̇t + [ξt, ut]; this comes from the standard Euler-Poincaré reduction
theorem, as provided in [14, 18]. We also have δnt = δ(gtηt) = $t + ξtnt.
From νt = gtη̇t, we get δνt = gtδη̇t + ξtνt and from $t = gtδηt we also have
$̇t = ut$t + gtη̇t. This yields δνt = $̇t + ξtνt − ut$t.

We also compute the boundary conditions for ξ and $. At t = 0, we have
g0 = id and n0 = g0η0 = cst which implies ξ0 = 0 and $0 = 0. At t = 1, the
relation g1η1 = cst yields ξ1n1 + ω1 = 0.

Now, the first variation is
∫ 1

0

(

( δ`

δu

∣

∣

∣
ξ̇t − adut

ξt

)

+
( δ`

δnt

∣

∣

∣
$t + ξtnt

)

+
( δ`

δν

∣

∣

∣
$̇t + ξtνt − ut$t

)

)

dt = 0.



THE EULER-POINCARÉ THEORY OF METAMORPHOSIS 5

In the integration by parts to eliminate ξ̇t and $̇t, the boundary term is
(

(δ`/δu)1
∣

∣ ξ1
)

+
(

(δ`/δν)1
∣

∣ω1

)

. Using the boundary condition, the last term
can be re-written

−
(

(δ`/δν)1
∣

∣ ξ1n1

)

=
(

(δ`/δν)1 � n1

∣

∣ ξ1
)

.

We therefore obtain the boundary equation

δ`

δu
(1) +

δ`

δν
(1) � n1 = 0.

The evolution equation for ξ is

∂

∂t

δ`

δu
+ ad∗

ut

δ`

δu
+
δ`

δn
� nt +

δ`

δν
� νt = 0

and the one for $ is

∂

∂t

δ`

δν
+ ut ?

δ`

δν
− δ`

δn
= 0.

We therefore obtain the system

(5)























































∂

∂t

δ`

δu
+ ad∗

ut

δ`

δu
+
δ`

δn
� nt +

δ`

δν
� νt = 0

∂

∂t

δ`

δν
+ ut ?

δ`

δν
− δ`

δn
= 0

δ`

δu
(1) +

δ`

δν
(1) � n1 = 0

ṅt = νt + utnt

The system (5) is equivalent to (4), since they characterize the same
critical points. A direct evidence of this fact can be obtained by rewriting
the first equation in (5) under the form:

∂

∂t

( δ`

δu
+
δ`

δν
� u

)

+ ad∗
ut

( δ`

δu
+
δ`

δν
� u

)

= 0.

We indeed have, for a solution of (5),

∂

∂t

( δ`

δut
+
δ`

δν
� nt

)

=
∂

∂t

δ`

δu
+

( ∂

∂t

δ`

δν

)

� nt +
δ`

δν
� ṅt

=
∂

∂t

δ`

δu
+

( δ`

δn
− ut ?

δ`

δν

)

� nt +
δ`

δν
� (νt + utnt)

=
∂

∂t

δ`

δu
+
δ`

δn
� nt +

δ`

δν
� νt −

(

ut ?
δ`

δν

)

� nt +
δ`

δν
� (utnt)

= −ad∗
ut

δ`

δu
− ad∗

ut
(
δ`

δν
� nt).
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In the last equation, we have used the fact that, for any α ∈ g,

( δ`

δν
� (un) −

(

u ?
δ`

δν

)

� n
∣

∣

∣
α
)

=
( δ`

δν

∣

∣

∣
α(un) − u(αn)

)

= −
( δ`

δν

∣

∣

∣
[u, α]n

)

= −
( δ`

δν
� n

∣

∣

∣
[u, α]

)

=
(

ad∗
ut

(
δ`

δν
� nt)

∣

∣

∣
α
)

.

This equation combined with (δ`/δu)1 +(δ`/δν)1 � u1 = 0 obviously implies
the first equation in (4).

5. Special cases

5.1. Riemannian metric. A primary application of this framework can be
based on the definition of a Riemannian metric on G×N which is invariant
for the action of G: (g, η)h = (gh, h−1η), the corresponding Lagrangian then
taking the form

l(u, n, ν) = ‖(u, ν)‖2
n.

The variational problem is now equivalent to the computation of geodesics
for the canonical projection of this metric from G × N onto N . This con-
struction has been introduced in [20]. The evolution equations have been
derived and studied in [28] in the case l(u, n, ν) = |u|2g + |ν|2n, for a given
norm, |.|g, on g and a pre-existing Riemannian structure on N .

The interest of this construction is that this provides a Riemannian metric
onN which incorporates the group actions. Examples of this are given below
for point sets and images.

5.2. Semi-direct product. Assume that N is a group and that for all
g ∈ G, the action of g on N is a group homomorphism: For all n, ñ ∈ N ,
g(nñ) = (gn)(gñ) (for example, N can be a vector space and the action of G
can be linear). Consider the semi-direct product GsN with (g, n)(g̃, ñ) =
(gg̃, (gñ)n) and build on GsN a right-invariant metric constrained by its
value ‖ ‖(idG,idN ) at the identity. Then optimizing the geodesic energy in
GsN between (idG, n0) and (g1, n1) with fixed n0 and n1 and free g1 yields
a particular case of metamorphoses.

Right invariance for the metric on GsN implies

‖(Ug, ζ)‖(g,n) = ‖(Ug̃, (Uñ)n+ (gñ)ζ‖(gg̃,(gñ)n)

which, using (g̃, ñ) = (g−1, g−1n−1), yields, letting u = Ug−1,

‖(Ug, ζ)‖(g,n) = ‖(u, (un−1)n+ n−1ζ‖(idG,idN )

= ‖(u, n−1(ζ − un)‖(idG,idN )
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since 0 = u(n−1n) = (un−1)n+ n−1(un). So, the geodesic energy on GsN
for a path of length 1

∫ 1

0
‖(ut, n

−1
t (ṅt − utnt)‖2

(idG,idN )

and optimizing this with fixed n0 and n1 is equivalent to solving the meta-
morphosis problem with

(6) l(u, n, ν) = ‖(u, n−1ν)‖2
(idG,idN ).

This turns out to be a particular case of the previous example. The
situation is even simpler whenN is a vector space since this implies n−1ν = ν
for all n and the Lagrangian does not depend on n, which gives a very simple
form to systems (4) and (5). They become

(7)



































δ`

δu
+
δ`

δν
� nt = 0

∂

∂t

δ`

δν
+ ut ?

δ`

δν
= 0

ṅt = νt + utnt

and

(8)























































∂

∂t

δ`

δu
+ ad∗

ut

δ`

δu
+
δ`

δν
� νt = 0

∂

∂t

δ`

δν
+ ut ?

δ`

δν
= 0

δ`

δu
(1) +

δ`

δν
(1) � n1 = 0

ṅt = νt + utnt

Even when N is not a vector space, metamorphoses obtained from the
semi-direct product formulation are specific among general metamorphoses,
because they satisfy the conservation of momentum property which comes
with every Lie group with a right invariant metric. This conservation equa-
tion can be written

( δ`

δu
,
δ`

δν

)

= Ad∗(gt,nt)−1

( δ`

δu
,
δ`

δν

)

where the adjoint representation is the one associated to the semi-direct
product. This property (that we do not explicit in the general case) will be
illustrated in some of the examples below.
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5.3. Constrained Metamorphoses. Returning to the general formula-
tion, it is sometimes useful to include constraints on nt, the image of the
metamorphosis, making the minimization in (2) subject to Φ(nt) = 0, t ∈
[0, 1] for some function Φ : N → R

q. Using Lagrange multipliers, this di-
rectly provides a new version of (4), yielding

(9)























































δ`

δu
+
δ`

δν
� nt = 0

∂

∂t

δ`

δν
+ ut ?

δ`

δν
=
δ`

δn
− λT

t

δΦ

δn

ṅt = νt + utnt

(δΦ

δn

∣

∣ ṅt

)

= 0

6. Examples from Pattern Matching

In the following examples and in the rest of the paper, G is a group
of diffeomorphisms over some open subset Ω ⊂ R

d. We will assume that
elements of G can be obtained as flows associated to ordinary differential
equations of the form ġt = ut ◦gt where ut is assumed to belong, at all times,
to a Hilbert space g of vector fields on Ω with the condition

∫ 1

0
‖ut‖2

gdt <∞.

We will assume that elements of g are smooth enough, namely that V can
be continuously embedded in the space of Cp vector fields with vanishing p
first derivatives on ∂Ω and at infinity, for some p ≥ 1. More details in this
contruction can be found in [27] (Appendix C).

We will write the inner product in g under the form
〈

u , v
〉

V
=

(

Lgu
∣

∣ v
)

where Lg is the duality operator from g to g
∗. Its inverse, a kernel operator,

will be denoted Kg.

6.1. Landmarks and Peakons. The space N contains the objects that
are subject to deformations. The simplest case probably corresponds to
configurations of Q landmarks, for which N = ΩQ. So elements η, ν ∈ H are
Q-tuples of points in Ω, with tangent vectors beingQ-tuples of d-dimensional
vectors.

The model that has been proposed in [20, 5] corresponds to the Lagrangian

`(u, n, ν) = ‖u‖2
g

+
1

σ2

Q
∑

k=1

|ν(k)|2.

This Lagrangian is therefore independent of n (but does not correspond to

a semi direct product). We have δ`/δu = 2Lgu, and (δ`/δν) = (2/σ2)(ν(1), . . . , ν(Q)).
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Let n = (q(1), . . . , q(Q)). From the definition
(

(δ`/δν) � n
∣

∣w
)

= −
(

δ`/δν
∣

∣wn
)

,

we get (since wn = (w(q(1)), . . . , w(q(Q)))):

δ`

δν
� n = −2

Q
∑

k=1

νk

σ2
⊗ δq(k) .

Here and later, we use the following notation: if f is a vector field on R
d

(considered as a vector density), and µ a measure on R
d, the linear form

f ⊗ µ, acting on vector fields, is defined by

(10)
(

f ⊗ µ
∣

∣w
)

=

∫

Rd

f(x)Tw(x)dµ.

Our first equation for landmark metamorphosis is therefore

Lgut =
N

∑

k=1

ν
(k)
t

σ2
⊗ δ

q
(k)
t

.

The second equation is ∂
∂t

(δ`/δν) + u ? (δ`/δν) = 0, which in this case gives

ν̇
(k)
t +Dut(q

(k)
t )T ν

(k)
t = 0, k = 1, . . . , Q.

Introducing p(k) = ν(k)/σ2, we can rewrite system (4) in the form:

(11)







































Lgut =

Q
∑

k=1

p
(k)
t ⊗ δ

q
(k)
t

.

ṗ
(k)
t +Dut(q

(k)
t )T p

(k)
t = 0, k = 1, . . . , Q

q̇(k) = ut(q
(k)
t ) + σ2p

(k)
t , k = 1, . . . , Q

Putting the evolution equations into this form is interesting because the lim-
iting case, σ2 = 0, exactly corresponds to the peakon solution of the EPDiff
equation [14], the dynamics of which having been recently described in [19].
It is important to see, however, that the solutions may have significantly
distinct behavior when σ > 0. Figures 1 and 2 illustrate this in the case
of two landmarks in 1D. The plots show the evolution of r = q2 − q1 over
time when Kg = L−1

g
is a Gaussian kernel. Figure 1 provides a comparison

in the case of a head-on collision (p1 + p2 = 0). In the case σ2 = 0, the
peakons approach each other infinitely closely in time without colliding. For
positive σ2, the peakons get close, slow down, then cross over and their dis-
tance grows rapidly to infinity. The duration of the collision phase (q ' 0)
decreases when the sum of the absolute momenta (p1 − p2) increases. Note
that the deformation gt never becomes singular during this process. The
space first contracts when the peakons get closer, then expands after the
crossover.

In Figure 2, the case of one peakon overtaking another is shown. In
the case σ2 = 0, we observe a well-known behavior: the peakons approach
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Figure 1. Head-on collision between two peakons. The
plots show the evolution of q = q2 − q1 over time for several
values of p = p2 − p1, for σ2 = 0 (left) and σ2 = 10−4 (right)
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Figure 2. One peakon catching on with another. The plots
show the evolution of q = q2 − q1 over time for several values
of p = p2 − p1, for σ2 = 0 (left) and σ2 = 0.05 (right)

very closely, then separate again without crossing over. For metamorphoses
(σ2 > 0), the details of the behavior depend on the initial difference between
the momenta. If it is small, then the evolution is similar to the case σ2 =
0. When the initial momentum difference becomes larger, the peakon that
started behind has enough energy to overpass the other one and the two
peakons exchange position. In all cases, the deformations first experiences a
contraction, then an expansion (relative to the position of the two peakons).

6.2. Images. Now, consider the case when N is a space of smooth functions
from Ω to R, that we will call images, with the action (g, n) 7→ n ◦ g−1. A
simple case of metamorphoses [20, 27] can be obtained with the Lagrangian

`(u, ν) = ‖u‖2
g
+

1

σ2
‖ν‖2

L2 .
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Ifw ∈ g and n is an image, wn = −∇nTw, so that
(

δ`
δν

� n
∣

∣w
)

=
(

δ`
δν

∣

∣∇nTw
)

.

Thus, since δ`/δν = 2ν/σ2, the first equation is

Lgut = − 1

σ2
νt∇nt.

Since u ? (δ`/δν) is defined by

(

u ?

(

δ`

δν

)

∣

∣

∣
ω
)

=
( δ`

δν

∣

∣

∣
uω

)

= −
( δ`

δν

∣

∣

∣
∇ωTu

)

= − 1

σ2

(

ν
∣

∣∇ωTu
)

=
1

σ2

(

div(νu)
∣

∣ω
)

,

we obtain the second equation

ν̇t +
1

σ2
div(νtut) = 0.

As in the landmark case, denote z = ν/σ2 and rewrite the evolution equa-
tions in the form

(12)























Lgut = −zt∇nt

żt + div(ztut) = 0

ṅt + ∇nT
t ut = σ2zt

Existence and uniqueness of solutions for this system have been proved in
[27]. From a visual point of view, image metamorphoses are similar to
what is usually called “morphing” in computer graphics. The evolution of
the image over time, t 7→ nt, is a combination of deformations and image
intensity variation. Algorithms and experimental results for the solution of
the boundary value problem (minimize the Lagrangian between two images)
can be found in [20, 9]. Some examples aof minimizing geodesics are also
provided in Figure 3.

In 1D, letting m = Lgu = (1 − ∂2
x)u, the time evolving form of this

system (as provided by (5), or by direct computation from (16)) becomes,
with ρ = σz:

∂tm+ u∂xm+ 2m∂xu = −ρ∂xρ with ∂tρ+ ∂x(ρu) = 0(13)

This relates, with the important difference of a minus sign in front of ρ∂xρ
in the first equation, to the two-component Camassa-Holm system studied
in [6, 8, 17]. The system (13) in our case is equivalent to the compatibility
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Figure 3. Minimizing metamorphosis between images.
The optimal trajectories for nt are computed between the
first and last images in each row. The remaining images
show nt at intermediate points in time.

for dλ/dt = 0 of

∂2
xψ +

(

− 1

4
+mλ+ ρ2λ2

)

ψ = 0(14)

∂tψ = −
( 1

2λ
+ u

)

∂xψ +
1

2
ψ∂xu(15)

Image matching can also be seen under the semi-direct product point of
view, since the action is linear and the Lagrangian takes the form (6) with
n−1ν = ν. This implies that the momentum, which is, in this case, the pair
(Lgu, z), is conserved in a fixed frame. Working out the conservation equa-
tion Ad∗

(g,n)(Lgu, z) = cst in this case yields the equations Lgut+zt∇nt = cst

and zt = det(Dg−1
t )z0 ◦ g−1

t . This last condition is the integrated form of
the second equation in (12), while the first equation in (12) implies that in
fact Lgut + zt∇nt = 0, which is the horizontality condition in the quotient
space GsN/G.

6.3. Densities. We here let N be a space of smooth functions n : Ω → R

with the action (g, n) 7→ |detD(g−1)|n ◦ g−1, i.e., n deforms as a density.
We consider the same Lagrangian as with images,

`(u, ν) =
1

2
‖u‖2

g +
1

2σ2
‖ν‖2

L2 .

For w ∈ g and n ∈ H, we have wn = −∇nTw − ndiv(w) = −div(nw). This
implies

( δ`

δν
� n

∣

∣w
)

= − 1

σ2

(

ν
∣

∣div(nw)
)

=
1

σ2

(

n∇ν
∣

∣w
)

yielding the first equation

Lgu =
1

σ2
n∇ν.
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Figure 4. Minimizing metamorphoses between densities
with equal total mass. The optimal trajectories for nt are
computed between the first and last densities in each row.
The remaining images show nt at intermediate points in time.

Similarly, we get u ? ν = ∇νTu and the equation

ν̇ + ∇νTν = 0.

This yields the system, where we have, as before, introduced z = ν/σ2:

(16)























Lgu = n∇z

ż + ∇zTu = 0

ṅ+ div(nu) = σ2z

We are here also in the semi-direct product case, the equations for the
conservation of momentum being Lgu+n∇z = cst and z = z0 ◦g−1. Like for
images, the constant in the first conservation equation vanishes for horizontal
geodesics in GsN/G. Optimal metamorphoses with densities are illustrated
in Figure 4.

6.4. Plane Curves. We here consider matching unit-length curves γ de-
fined on the unit circle S1, represented, as in [32, 21, 33] with their nor-
malized tangent θ 7→ γ̇θ with |γ̇θ| = 1/2π. The set N is therefore a set of
functions n : S1 → S1(1/2π) where S1(r) is the sphere with radius r in R

2.
We let G be the group of diffeomorphisms of S1 and consider the reduced
Lagrangian

`(u, ν) =

∫

S1

u̇2
θdθ +

1

σ2

∫

S1

|ν|2dθ.

We want to solve the metamorphosis problem while ensuring that curves are
closed, which translates into:

∫ 1

S

ntdθ = 0.

To explicit (9), we need a local chart to compute the partial derivatives
∂/∂ν and ∂/∂n (N is not a vector space here). Consider the representation
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Figure 5. Optimal metamorphoses between plane
curves.The optimal trajectories for nt are computed between
the first and last curves in each row. The remaining images
show nt at intermediate points in time.

n = hα and ν = σ2ρh⊥α with hα = (cosα, sinα) and h⊥α = (− sinα, cosα).
We then get the equations, with λt ∈ R

2,

(17)































































−∂
2ut

∂θ2
+ ρt

∂αt

∂θ
= 0

∂ρt

∂t
+

∂

∂θ
(utρt) = −λT

t h
⊥
αt

α̇t = σ2ρt − ut
∂αt

∂θ
∫

S1

α̇th
⊥
αt
dθ = 0

Interestingly, these equations can be notably simplified in the case σ2 = 1,
which has been considered in studied in [32, 25, 26, 33]. In this case, the
change of variables z2

t = ġtnt◦gt, where both sides are interpreted as complex
numbers reduces (17) to the geodesic equations on a Grassman manifold,
on which explicit computations can be made [33]. The case σ2 = 4 is also
interesting, and has been discussed in [15]. Figure 5 provides the result of
curve metamorphosis using σ2 = 1.

7. Measure Metamorphoses

We now focus on extending the last example to include also singular
measures. The L2 norm that we have used between densities is therefore no
longer available. We will rely on a construction that was introduced in [10].

We let H be a reproducing kernel Hilbert space (RKHS) of functions
over R

d and N = H∗; H being an RKHS is equivalent to the fact that
for all x ∈ R

d, there exists a function Kx ∈ H such that, for all f ∈ H,
〈

Kx , f
〉

H
= f(x). The kernel KH(x, y) := Kx(y) satisfies the equation
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〈

Kx , Ky

〉

H
= KH(x, y). It also provides an isometry between N and H via

the relation η 7→ KHη with
〈

KHη , f
〉

H
=

(

η
∣

∣ f
)

. This implies in particular
that the dual inner product on N is given by

〈

η , η̃
〉

N
=

(

η
∣

∣KH η̃
)

.

Letting G be like in the previous section, we want to study metamorphoses
in G×N . We define the action of G on N by (with g ∈ G, η ∈ N and f ∈ H)

(

gη
∣

∣ f
)

=
(

η
∣

∣ f ◦ g
)

.

This obviously generalizes the action on densities discussed in the previous
section. For η ∈ N and w ∈ g, we have, for all f ∈ H,

(

wη
∣

∣ f
)

=
(

η
∣

∣∇fTw
)

.
Since the action is linear, we can use the semi-direct product model and

the Lagrangian

`(u, ν) =
1

2
‖u‖2

g
+

1

2σ2
‖ν‖2

N .

To explicitly compute again (4) in this context, we need to compute
(∂`/∂ν) � n. We let f = δ`/δν = (1/σ2)KHν. By definition, we have,
for all w ∈ g

(

f � n
∣

∣w
)

= −
(

f
∣

∣wn
)

= −
(

n
∣

∣∇fTw
)

= −
(

∇f ⊗ n
∣

∣w
)

We therefore obtain our first equation (δ`/δu) = ∇f ⊗ ν. Since
(

f
∣

∣uη
)

=
(

η
∣

∣∇fTu
)

, the second equation, ḟt + ut ? ft = 0 is the advection: ḟt +

∇Tftut = 0. This yields the system (with LH = K−1
H )

(18)























Lgut = ∇ft ⊗ nt

ḟt + ∇fT
t ut = 0

ṅt − utnt = σ2LHft

From the second equation, we get ft = f0 ◦ g−1
t . Using gη̇ = ν = σ2LHf

and gη = n, we get

nt = gtn0 + σ2gt

∫ t

0
g−1
s K−1

H (f0 ◦ g−1
s )ds.

We therefore obtain the integrated equations for measure metamorphoses

(19)















Lgut = ∇ft ⊗ nt

nt = gtn0 + σ2gt

∫ t

0
g−1
s LH(f0 ◦ g−1

s )ds

with ġt = ut ◦ gt.
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8. Existence of solutions for the IVP

8.1. Hypotheses on the Hilbert spaces. For the existence proofs to
proceed, we need some conditions on the Hilbert spaces g and H. They are
essentially adapted to H being equivalent to H q

0 (the completion, in Hq,

of C∞ functions with compact support), in which case H− = Hq−1
0 and

H+ = Hq+1
0 (q being large enough to ensure that H q is embedded in C0).

In the following, cst represent a generic constant, and C a generic contin-
uous function of its parameters. We assume the existence of two spaces H+

and H− and the following properties, valid for some q ≥ 1.
(H1) If H̃ = H−,H or H+, we have: if f ∈ H̃ and g ∈ Cq(Ω), then f ◦g ∈ H̃
and

‖f ◦ g‖H̃ ≤ C(‖g‖q,∞)‖f‖H̃ .

(H2) For f ∈ H+, and g, g̃ two Cq diffeomorphisms

‖f ◦ g − f ◦ g̃‖H ≤ cst‖f‖H+C(max(‖g‖q,∞, ‖g̃‖q,∞))‖g − g̃‖q,∞.

(H3) For f ∈ H, define the operator Qf on g by Qfw = ∇fTw. Then for
all f ∈ H and g ∈ Cq(Ω), Qf maps X q(Ω) to H− with

‖Qfw‖H− ≤ cst‖f‖H‖w‖q,∞

for all w ∈ X q(Ω). (Here, X q(Ω) denotes the set of Cq vector fields on Ω
with the supremum norm of all derivatived of order less than q.)
(H4) If f ∈ H+, then K−1

H f ∈ (H−)∗ and for all z ∈ H−,
(

K−1
H f

∣

∣ z
)

≤
cst‖f‖H+‖z‖H− .
(H5) g is continuously included in X p

0 (Ω) for p > q + 1, where X p
0 is the

completion of compactly supported vector fields in X p(Ω).
Denote N+ = (H−)∗. We then have

Theorem 1. Under hypotheses (H1) to (H3), for all T > 0, there exists a
unique solution to system (19) over [0, T ] with initial conditions n0 ∈ N+

and f0 ∈ H+.

Proof. We prove existence for small enough T with a fixed point argument.
Consider the Hilbert space L2([0, T ], g), with norm

‖u‖2
2,T =

∫ T

0
‖ut‖2

gdt.

For u ∈ L2([0, T ], g), define Ψ(u) := u′ given by

(20)















u′t = Kg(∇ft ⊗ nt)

nt = gtn0 + σ2gt

∫ t

0
g−1
s LH(f0 ◦ g−1

s )ds

with ġt = ut ◦ gt.
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First note that the hypotheses imply that Ψ is well defined and takes
values in L2([0, T ], g). Indeed, by definition,

〈

u′t , w
〉

g
=

(

∇ft ⊗ nt

∣

∣w
)

=
(

nt

∣

∣∇fT
t w

)

≤ cst‖nt‖N‖ft‖H+‖w‖q̃,∞

≤ cst‖nt‖N‖ft‖H+‖w‖g

so that a sufficient condition for ∇ft⊗nt ∈ g
∗ is nt ∈ N and ft ∈ H+. Since

ft = f0 ◦g−1
t , we have ‖ft‖H+ ≤ cst‖f0‖H+C(‖g−1

t ‖q,∞). From [27], we have

‖g−1
t ‖q,∞ = O(‖u‖2,T ), yielding

(21) ‖ft‖H+ ≤ cst‖f0‖H+C(‖u‖2,T ).

For z ∈ H, we have

(

nt

∣

∣ z
)

=
(

n0

∣

∣ z ◦ gt

)

+ σ2

∫ t

0

(

K−1
H fs

∣

∣ zs ◦ gt ◦ g−1
s

)

ds

≤
(

‖n0‖NC(‖gt‖q,∞) + σ2

∫ t

0
‖fs‖HC(‖gt ◦ g−1

s ‖q,∞)ds

)

‖z‖H

so that

(22) ‖nt‖N ≤
(

‖n0‖N + σ2t‖f0‖H

)

C(‖u‖2,T ).

This implies that

‖u′t‖g ≤ ‖f0‖H+

(

‖n0‖N + σ2t‖f0‖H

)

C(‖u‖2,T )

and

‖u′‖2,T ≤ cst
√
T‖f0‖H+

(

‖n0‖N + σ2T‖f0‖H

)

C(‖u‖2,T ).

In particular, this implies that, for any M > 0, there exists a T0(M) (only
depending on ‖n0‖N+ and ‖f0‖H+) such that, for T < T0, ‖u‖2,T ≤ M
implies ‖u′‖2,T ≤ M . From now on, we assume that T < T0(M) with
M = 1.

Note that a similar computation also shows that nt ∈ N+: for z ∈ H−,
we have

(

nt

∣

∣ z
)

=
(

n0

∣

∣ z ◦ gt

)

+ σ2

∫ t

0

(

K−1
H fs

∣

∣ zs ◦ gt ◦ g−1
s

)

ds

≤
(

‖n0‖N+C(‖gt‖q,∞) + σ2

∫ t

0
‖fs‖H+C(‖gt ◦ g−1

s ‖q,∞)ds

)

‖z‖H−

so that

(23) ‖nt‖N+ ≤ (‖n0‖N+ + σ2t‖f0‖H+)C(‖u‖2,T ).

We now ensure that Ψ is contractive. Take u, ũ with max(‖u‖2,T , ‖ũ‖2,T ) ≤
1. We want to show that T can be chosen so that ‖u′− ũ′‖2,T ≤ ρ‖u− ũ‖2,T
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with ρ < 1, where u′ = Ψ(u) and ũ′ = Ψ(ũ). We have

‖u′t − ũ′t‖g = ‖∇ft ⊗ nt −∇f̃t ⊗ ñt‖g∗

≤ ‖∇(ft − f̃t) ⊗ nt‖g∗ + ‖∇f̃t ⊗ (nt − ñt)‖g∗

≤ cst‖nt‖N+‖ft − f̃t‖H + cst‖nt − ñt‖N‖f̃t‖H+

(Here, we have used the fact that for n ∈ N+ and z ∈ H, we have both
(

n
∣

∣ z
)

≤ ‖n‖N‖z‖H and
(

n
∣

∣ z
)

≤ ‖n‖N+‖z‖H− .)

Upper bounds for ‖f̃t‖H+ , ‖nt‖N and ‖nt‖N+ are provided by equations
(21), (22) and (23).

Moreover, from (H2), we have

‖ft − f̃t‖H ≤ C(max(‖g−1
t ‖q,∞, ‖g̃−1

t ‖q,∞)‖f0‖H+‖g−1
t − g̃−1

t ‖q,∞

and, using [27], we have ‖g−1
t − g̃−1

t ‖q+1,∞ ≤ cst‖u− ũ‖2,T so that

(24) ‖nt‖N+‖ft − f̃t‖H ≤ cst(‖n0‖N+ + σ2t‖f0‖H+)‖f0‖H+‖u− ũ‖2,T

For z ∈ H, we can write
(

nt − ñt

∣

∣ z
)

=
(

n0

∣

∣ z ◦ gt − z ◦ g̃t

)

+σ2

∫ t

0

(

K−1
H fs

∣

∣ z ◦ gt ◦ g−1
s − z ◦ g̃t ◦ g̃−1

s

)

ds

+σ2

∫ t

0

(

K−1
H (fs − f̃s)

∣

∣ z ◦ g̃t ◦ g̃−1
s

)

ds

(i) ≤ cst ‖n0‖N+‖z‖H‖gt − g̃t‖q,∞

(ii) + cst σ2t‖f0‖H+‖z‖H max
s

‖gt ◦ g−1
s − g̃t ◦ g̃−1

s ‖q,∞

(iii) + cst σ2t‖f0‖H+‖z‖H max
s

‖gs − g̃s‖q,∞‖g̃t ◦ g̃−1
s ‖q,∞.

For (i), we have used
(

n0

∣

∣ z ◦ gt − z ◦ g̃t

)

≤ ‖n0‖N+‖z ◦ gt − z ◦ g̃t‖H− ≤
cst‖n0‖N+‖z‖H‖gt − g̃t‖p,∞ For (ii), we have used the same argument com-

bined with the fact that, since fs ∈ H+, K−1
H fs ∈ N+ with ‖K−1

H fs‖N+ ≤
cst‖fs‖H+ . For (iii), the computation uses the fact that for z̃ ∈ H,

(

K−1
H (fs − f̃s)

∣

∣ z̃
)

≤ ‖fs − f̃s‖H‖z‖H .

We therefore obtain the inequality

(25) ‖nt − ñt‖H ≤ cst(‖n0‖N+ + ‖f0‖H+)‖u− ũ‖2,T .

Collecting the previous estimates, we have

‖u′t − ũ′t‖g ≤ F (‖n0‖N+ , ‖f0‖H+)‖u− ũ‖2,T ,

where F is a polynomial. This implies

‖u′ − ũ′‖2,T ≤
√
TF (‖n0‖N+ , ‖f0‖H+)‖u− ũ‖2,T ,

so that Ψ is contractant for small enough T .
The extension from small times to all times can be done like in [27], and we

only sketch the details. According to the small time computation, the length
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over which the solution exists is at least the inverse of a polynomial function
of ‖n0‖N+ and ‖f0‖H+ . One will therefore be able to extend this equation
beyond T , unless either ‖nt‖N+ or ‖ft‖H+ tends to infinity when t tends to
T . From (21) and (22), this can happen only if ‖u‖2,t tends to infinity when
t tends to T . But this is impossible, because (19) is a geodesic equation on
GsN which implies that the value of ht := ‖ut‖2

g +(1/σ2)‖νt‖2
N is constant

over time. This implies in particular that ‖u‖2
2,t ≤ th0 and therefore cannot

tend to infinity in finite time. �

9. Existence of solutions for the BVP

Our goal in this section is to prove that, under some conditions on H,
the boundary value problem for measure metamorphoses (BVP) always has
solutions. This problem requires to minimize, with fixed n0 and n1,

E(u, n) :=

∫ 1

0
‖ut‖2

gdt+
1

σ2

∫ 1

0
‖ṅt − utnt‖2

Ndt.

Letting ft = KH(ṅt − utnt), the problem is equivalent to minimize

E(u, f) :=

∫ 1

0
‖ut‖2

gdt+ σ2

∫ 1

0
‖ft‖2

Hdt

with boundary

n1 = g1n0 + σ2g1

∫ 1

0
g−1
s (K−1

H fs)ds.

We have

Theorem 2. Assume that (H1) and (H2) hold and that H+ is dense in H.
Then, for any given n0, n1 ∈ H, there exists a minimizer for the BVP.

Proof. Consider a minimizing sequence (u(k), f (k)). Using a time change

if necessary, we can ensure that ck := ‖u(k)
t ‖2

g + σ2‖f (k)
t ‖2 is indepen-

dent of time and therefore bounded. Moreover, we can extract a subse-
quence (still denoted (u(k), f (k))) which weakly converges to some (u, f) in
L2([0, 1], g×H), equipped with the norm ‖(u′, f ′)‖ = E(u′, f ′). This implies

that E(u, f) ≤ lim inf E(u(k), f (k)) so that the only thing that needs to be
showed is that the boundary condition is still satisfied, namely, letting

n′1 = g1n0 + σ2g1

∫ 1

0
g−1
s (K−1

H fs)ds

with ġt = ut ◦ gt, we have n′1 = n1. For this, it suffices to show that, for z
in a dense subset of H, we have

(

n′1
∣

∣ z
)

=
(

n1

∣

∣ z
)

. Since, for all k, we have

n1 = g
(k)
1 n0 + σ2g

(k)
1

∫ 1

0
(g(k)

s )−1(K−1
H f (k)

s )ds,

it suffices to show that, for z in a dense subset of H, we have

(26)
(

n0

∣

∣ z ◦ g(k)
1

)

→
(

n0

∣

∣ z ◦ g1
)
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and

(27)

∫ 1

0

(

K−1
H f (k)

s

∣

∣ z ◦ g(k)
1 ◦ (g(k)

s )−1
)

ds→
∫ 1

0

(

K−1
H fs

∣

∣ z ◦ g1 ◦ g−1
s

)

ds

Because of the weak convergence of u(n) to u, the flows g(n) converge to
g for the (p− 1,∞)-norm, uniformly in time [27]. Taking z ∈ H+, we have

〈

n0 , z ◦ g(k)
1 − z ◦ g1

〉

≤
C(sup

t
(‖g(k)

t ‖p,∞, ‖gt‖p,∞))‖n0‖H∗‖z‖H+ sup
t

‖g(k)
t − gt‖p,∞

which tends to 0 so that (26) is true for all z ∈ H+. Splitting the terms in
(27), it suffices to show that for all s ∈ [0, 1],

(28)

∫ 1

0

(

K−1
H f (k)

s

∣

∣ z ◦ g(k)
1 ◦ (g(k)

s )−1
)

ds−
∫ 1

0

(

K−1
H f (k)

s

∣

∣ z ◦ g1 ◦ g−1
s

)

→ 0

and

(29)

∫ 1

0

(

K−1
H f (k)

s

∣

∣ z ◦ g1 ◦ (gs)
−1

)

ds−
∫ 1

0

(

K−1
H fs

∣

∣ z ◦ g1 ◦ g−1
s

)

ds→ 0.

For (28), and because we have ensured that ‖f (k)
s ‖H and ‖u(k)

s ‖g are uni-
formly bounded, it suffices to show that each term in the integral tends to
0 and then use the dominated convergence theorem. The left-hand term of
(28) is bounded in absolute value by

cst‖f (k)
s ‖H‖z‖H+‖g(k)

1 ◦ (g(k)
s )−1 − g1 ◦ g−1

s ‖q,∞

which tends to 0, so that (28) holds. For (29) we only need the fact that

z ◦ g1 ◦ g−1
s belongs to H and the weak convergence of f (k) to f to conclude.

This shows that n′1 = n1 and concludes the proof of the theorem. �

9.1. Remark. Equations (19) have been obtained from general formulae
that were derived under the assumption that G is a Lie group, (which is
not the case here). It is important to rigorously recompute the Euler equa-
tion to reconnect the IVP and the BVP. The variation with respect to u is
straightforward and provides the first equation in (19).

We now discuss the minimization in n with fixed u. Letting η = g−1n the
problem with fixed u (and therefore fixed g) is equivalent to the minimization
of

F (η) =

∫ 1

0
‖gtη̇t‖2

Ndt

with fixed boundary conditions η0 = n0 and η1 = g−1
1 n1.

Assume the following hypothesis:

(H1b) z → z ◦ g is weakly continuous for z ∈ H (where H ∗ = N)
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For g ∈ G, introduce the operator Kg
H defined by Kg

Hη = KH(gη) ◦ g.
With this notation,

F (η) =

∫ 1

0

(

η̇t

∣

∣Kgt

H η̇t

)

N
dt.

Let Lg
H = (Kg

H)−1, i.e., Lg
Hf = g−1.LH(f ◦ g−1), and denote

L̄g
H =

∫ 1

0
Lgt

Hdt.

We have for any f ∈ H,

(30)
(

L̄g
Hf

∣

∣ f
)

=

∫ 1

0

(

Lgt

Hf
∣

∣ f
)

dt =

∫ 1

0
‖f ◦ g−1

t ‖2
Hdt ≥ C‖f‖2

H

where the last inequality comes from (H1) with C = [supt C(‖g−1
t ‖q,∞)]−1

so that L̄g
Hf = 0 iff f = 0 and L̄g

H(H) is dense in H∗. If we prove that
L̄g

H(H) is closed, we will get that L̄g
H(H) : H → H∗ is invertible. Let

(fn)n≥0 be a sequence in H and η ∈ H∗ such that L̄g
H(fn) → η in H∗.

Then we get from (30) that fn is bounded in H and we can assume that it

admits a weak limit f∞ in H. Thus
(

L̄g
Hf∞

∣

∣ f
)

=
∫ 1
0 〈f∞◦g−1

t , f ◦g−1
t 〉Hdt =

lim
∫ 1
0 〈fn ◦ g−1

t , f ◦ g−1
t 〉Hdt where the last inequality comes from (H1b) and

the dominated convergence theorem. This yields
(

L̄g
Hf∞

∣

∣ f
)

=
(

η
∣

∣ f
)

for

any f ∈ H so that η = L̄g
Hf∞ and L̄g

H(H) is closed.
Let f0 such that L̄g

Hf0 = η1 − η0 and define

(31) η̃t = η0 +

∫ t

0
Lgs

Hf0ds

for any t ∈ [0, 1]. If we can prove that for any (η̇t) ∈ L2([0, 1],H∗) with η1

and η0 fixed

F (η − η̃) = F (η) + cst

we deduce immediately the result. However, we have

F (η − η̃) = F (η) + F (η̃) − 2

∫ 1

0

(

η̇t

∣

∣Kgt

H
˙̃ηt

)

dt

and
∫ 1
0

(

η̇t

∣

∣Kgt

H
˙̃ηt

)

dt =
∫ 1
0

(

η̇t

∣

∣ f0

)

dt =
(

η1 − η0

∣

∣ f0

)

so that the result is
proved.

We therefore have proved that minimizing E with respect to u, n is the
same as minimizing

Ẽ(u) =

∫ 1

0
‖ut‖2

gdt+
1

σ2

(

η1 − η0

∣

∣ (L̄g
H)−1(η1 − η0)

)

with respect to u. We also have the expression (31) for the optimal η which
is consistent with the second equation in (19).
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10. A computational ansatz for point measure matching

The previous theorems provide a rigorous foundation for the considered
measure matching approach. However, an important issue needs to be ad-
dressed. The space N , which has been introduced in order to take advantage
of its Hilbert structure, is a very big space that contains distributions that
are more singular than measures. Now, when matching two measures n0

and n1, the question naturally arises of whether the optimal evolution, i.e.,
the measure nt, can turn up being more singular than measures, since the
existence theorem only ensures that it belongs to N .

The second equation in (19) indicates that this should not be the case,
since it says that

nt = gtn0 + gt

∫ t

0
Lgs

H (L̄g
H)−1(g−1

1 n1 − n0)ds.

Thinking of LH as a differential operator, the number of derivatives com-
puted by Lgs

H is “cancelled” by the pre-application of (L̄g
H)−1 so that nt

should not be more singular than (g−1
1 n1 − n0) which is a measure. It is

therefore reasonable to conjecture that when n0 and n1 are weighted sums
of Dirac measures (which is a case of practical interest), then nt is a measure
which has an absolutely continuous part, and a singular part which is also
a sum of Diracs. More precisely, if

n0 =

q
∑

k=1

α
(0)
k δ

x
(0)
k

, n1 =
r

∑

k=1

β
(1)
k δ

y
(1)
k

,

a reasonable ansatz for nt is

nt =

r
∑

k=1

αk(t)δxk(t) +

r
∑

k=1

βk(t)δyk(t) + f(t, .)dx.

Assuming this, the Lagrangian `(vt, nt, νt) can be considered as a function
of (αk(t)), (βk(t)), (xk(t)), (yk(t)), f(t, .) and their time derivatives, with an
explicit expression in terms of the kernel KH and its space derivatives that
we do not provide here, since it is quite lengthy. Minimization can then

be done with standard methods, with boundary conditions αk(0) = α
(0)
k ,

βk(0) = 0, αk(1) = 0, βk(1) = β
(1)
k , xk(0) = x

(0)
k , yk(1) = y

(1)
k and f(0, .) =

f(1, .) = 0.

11. Remark: Extension of image metamorphoses to measures

The previous construction extends density metamorphosis to a context
that includes singular measures. A similar analysis can be made to extend
image metamorphoses to generalized functions. Let H be a space of smooth
scalar functions and N = H∗ as before. The extension to N of the action of
diffeomorphisms on images is (g, n) 7→ gn with

(

gn
∣

∣ f
)

=
(

n
∣

∣det(Dg)f ◦ g
)

,
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the infinitesimal action being
(

un
∣

∣ f
)

=
(

n
∣

∣div(fu)
)

. Take as before the
simplest reduced lagrangian

`(u, ν) = ‖u‖2
g +

1

σ2
‖ν‖2

N .

We have, letting f = (1/σ2)KHν,

( δ`

δν
� n

∣

∣ u
)

=
(

f∇n
∣

∣ u
)

and
(

u ?
δ`

δν

∣

∣ω
)

=
(

ω
∣

∣div(fu)
)

with the notation
(

∇n
∣

∣w
)

= −
(

n
∣

∣divw
)

. We therefore obtain the general-
ized version of (12):

(32)























Lgut = −ft∇nt

ḟt + div(ftut) = 0

ṅt − utnt = σ2LHft

Like for measures, this leads to integrated equations

(33)















Lgut = −ft∇nt

nt = gtn0 + σ2gt

∫ t

0
g−1
s LH

(

f0 ◦ g−1
s det(g−1

s )
)

ds

with ġt = ut ◦ gt.
In the 1D case, with ρ = σf and m = Lgu = (1 − ∂2

x)u, we get a new
version of (13):

∂tm+ u∂xm+ 2m∂xu = −ρ∂xLHρ with ∂tρ+ ∂x(ρu) = 0(34)

12. Conclusion

We have provided a general framework for the pattern matching theory
of metamorphoses. The provided equations are quite versatile, and adapted
to any context in which a Lie group acts on a manifold.

In the particular case of diffeomorphisms acting on generalized functions,
we have obtained a new set of equations, and showed that they had solutions,
and so does the initial variational problem. Our equations seem to indicate
that, when matching measures, metamorphoses do not generate additional
singularities, but that they may introduce smooth components that did not
appear in the initial problem.

Open for future work is the interesting problem of building an efficient nu-
merical implementation of measure metamorphoses, and their use in specific
pattern matching applications.
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